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• Integration of WRF with 3D hydrody-
namic and coastal ecosystem model is
presented.

• Downscaling of coarse weather product
by WRF to drive 3D coastal ecosystem
model.

• Accurate simulations of physical and
biogeochemical processes were con-
ducted.

• Bottomdissolved oxygen in shallowand
deep water was well reproduced.

• Hypoxic events were also calculated
from simulated dissolved oxygen.
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Regional ocean models require accurate weather data for atmospheric boundary conditions such as air temper-
ature, wind speed, and direction to simulate the coastal environment. In this study, a numericalmodelling frame-
work was developed to simulate different physical, chemical, and biological processes in a semi-enclosed coastal
ecosystem by integrating theWeather Research and Forecasting (WRF)model with a 3D hydrodynamic and eco-
system model (Ise Bay Simulator). The final analytic data of the global forecast system released by the National
Centers for Environmental Prediction with a 0.25° horizontal resolution was used as an atmospheric boundary
condition for the WRF model to dynamically downscale the weather information to a spatial and temporal fine
resolution. This modelling framework proved to be an effective tool to simulate the physical and biogeochemical
processes in a semi-enclosed coastal embayment. The WRF-driven ecosystem simulation and recorded Auto-
mated Meteorological Data Acquisition System (AMeDAS)-driven ecosystem simulation results were further
compared with the observed data. The performance of both the recorded AMeDAS andWRF generated weather
datasets were equally good, and more than 80% of the variation in bottom dissolved oxygen for shallow water
and more than 90% for deep water was reproduced.
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1. Introduction

Hypoxia is a significant issue affecting aquatic habitats, such as open
oceans and coastal areas worldwide (Carstensen et al., 2014; Matear
and Hirst, 2003; Song et al., 2020). The depletion of oxygen can greatly
affect the biodiversity of the ocean (Vaquer-Sunyer and Duarte, 2008)
and community structures and can alter the functioning of the ecosys-
tem (Rabalais et al., 2002). The hypoxic water mass not only causes
mortality in aquatic species directly but also limits the availability of ap-
propriate habitats (Stramma et al., 2008). The conditions in the sedi-
ments at the bottom of the ocean further deteriorate when the
dissolved oxygen level remains low for a protracted period (Keister
et al., 2000). Therefore, hypoxic and anoxic water masses have poten-
tially adverse impacts on ecosystem functioning (Diaz and Rosenberg,
2008), fisheries industries associated with the ocean (Rheuban et al.,
2018), and the dynamics of inorganic and organic matter (Galgani
et al., 2014).

Ise Bay is a semi-enclosed water body with characteristics of sum-
mer season hypoxia that is typically observed in eutrophic enclosed
bays. Its topography and water exchange characteristics play an impor-
tant role in the occurrence of hypoxic water mass (Fujiwara et al., 2002;
Nakao and Matsuzaki, 1995). Whenever oxygen consumption by the
decomposition of organic matter by bacteria (biochemical processes)
exceeds oxygen supply (physical processes), the bottomwater becomes
hypoxic (Kasai, 2014; Katin et al., 2019; Officer et al., 1984). The physical
processes, especially thewater exchange at the baymouth, follow a sea-
sonal pattern and show a significant decline in the intrusion of oxygen-
rich oceanic water during the summer season (Hafeez et al., 2020; Kasai
et al., 2004). In the summer season, the inner bay bottom water often
gets separated from the surface and surrounding water, forming an
older water pool with restricted oxygen supply (Hafeez et al., 2019;
Tanaka and Ikeda, 2015).

The large-scale hypoxic water results in mass fish kill every year
(Harada, 2008). The biomass of mega benthos and the richness of the
main mega benthos species severely decrease during the summer sea-
son when hypoxic water mass develops (Hossain and Sekiguchi,
1996). As far as hypoxia development is concerned, seasonal variations
in the spatial distributions of leading species, population structure, and
their growth exhibit changes (Narita et al., 2003, 2006).

Identification of underlying causes is essential to mitigate the hyp-
oxic environment. Simulation of different physical, chemical, and bio-
logical processes in a coastal ecosystem is vital for understanding the
current system behaviour, future prediction, and its utilisation as a
tool for an efficient and effective management system. Many effective
numerical models have been proposed to simulate the coastal ecosys-
tem (Blumberg and Mellor, 1987; Shchepetkin and McWilliams, 2005;
Warren and Bach, 1992).

Regional ocean numerical simulationmodels requiremarinemeteo-
rological data as a crucial input for simulating the ecosystem environ-
ment because of its direct relationship with many environmental
processes. For example, sea surface wind has a direct relationship with
upwelling and downwelling (Galán et al., 2020; Rana et al., 2019),
which may eventually lead to environmental problems. Similarly, air
temperature affects water temperature and plays an important role in
the development of water column stratification and eutrophication
(Burt et al., 2012; Gamperl et al., 2020). Meteorological observations
are generally concentrated in drylands with gauge density and spatial
coverage,which is sufficient for the target area of interest. Field observa-
tions in the sea aremade bymariners, monitoring buoys, ships, and sat-
ellites. Marine weather observations are of great importance as the
number of observation stations in the sea are meager as compared to
the observation stations on land, (Yelland et al., 1998). In the case of
Ise Bay, several authors utilised the Automated Meteorological Data Ac-
quisition System (hereafter AMeDAS) data to simulate the coastal eco-
system (Tanaka et al., 2014; Tanaka and Ikeda, 2015). The Japan
Meteorological Agency (JMA) collects this data over 1300 rain gauges
2

at an average interval of 17 km nationwide, and only 12 AMeDAS
weather stations are available to create atmospheric boundary condi-
tions for hydrodynamic and ecosystem simulations.

The mesoscale numerical weather model can produce high-
resolution weather fields. Weather Research and Forecasting (WRF)
model is famous for the downscaling of global weather products for
local impact studies (Tang et al., 2016). However, there is a paucity of
studies focusing on its integration with hydrodynamic and coastal eco-
system models to simulate water quality. The WRF model simulations
greatly depend on lateral boundary conditions (hereafter LBC), land
use data, and physical parameterisations. In the past, the WRF model
was utilised to simulate meteorological parameters over Japan by
using National Centers for Environmental Prediction final (NCEP-FNL)
data (Matsuzaki et al., 2020; Minamiguchi et al., 2018). Different phys-
ical parameterisations were utilised, including the Yonsei University
scheme for the planetary boundary layer (hereafter PBL), and sub-
models such as the Noah land surface model, Dudhia scheme for short-
wave radiation, and the Rapid Radiative Transfer Model (hereafter
RRTM) for longwave radiation. The results showed fair reproducibility
of meteorological parameters (Minamiguchi et al., 2018). Other studies
also showed reasonable simulations by using the aforementioned phys-
ical parameterisations (Shimadera et al., 2015a), but also discussed the
uncertainties in the summertime precipitation (Shimadera et al.,
2015b). Many researchers have also tried to assess the sensitivity of to-
pography and land use data to substantiate their effectiveness (De Meij
and Vinuesa, 2014; Jiménez-Esteve et al., 2018). AsWRF simulations are
sensitive to different datasets and parameterisation configurations, it is
essential to obtain optimal configurations for the target research site
“Ise Bay” by testing the best available input LBC and model settings.
Therefore, in the first phase of this study, the weather simulations
were conducted to obtain the optimum settings of the WRF model
and input datasets. Furthermore, the WRF generated dataset was
utilised to drive a 3D hydrodynamic and ecosystem model to simulate
the bottom dissolved oxygen (hereafter DO).

The objective of this study is to develop an integrated modelling
framework that can couple high-resolution downscaled weather data
with a 3D hydrodynamic and ecosystem model. A 3D hydrodynamic
and ecosystem model (Ise Bay Simulator) was modified and utilised to
simulate different physical, chemical, and biological processes. This
methodology can be used for study sites that are not easily evaluated
owing to the scarcity of observed meteorological data. To assess the ac-
curacy of this modelling framework, the hydrodynamic simulations and
ecosystem simulations driven by both datasets (AMeDAS and WRF)
were compared with the observed buoy data. The final analytic data of
the global forecast system released by the National Centers for Environ-
mental Prediction (NCEP-FNL)with a 0.25° horizontal resolution (‘NCEP
GDAS/FNL 0.25 Degree, DOI:10.5065/D65Q4T4Z,’ n.d.), was used as the
atmospheric boundary condition with the optimal WRF model settings
to dynamically downscale the weather information on finer spatial and
temporal resolutions.

2. Materials and methods

2.1. Study area

Ise Bay is located near the centre of Japan facing the Pacific Ocean,
between latitudes 34.20° N and 35.40° N and longitudes 136.40° E and
137.40° E (Fig. 1). The bay has a large surface area of 1738 km2 with a
water volume of 33.9 km3. It is connected to the Pacific Ocean through
a mouth of 20 km length confined between several small islands,
which is the only source of seawater exchange. Such topographic condi-
tions make it a typical semi-enclosed water body with a higher enclo-
sure index. The region surrounding Ise Bay can be roughly divided
into ten major river systems. The widest and most populous one is the
Kiso River system with a 9100 km2 basin area and a 3.36 million popu-
lation. The mean annual age of fresh river and seawater in the bay was



Fig. 1. Bathymetric map of Ise Bay and locations of monitoring stations. Solid red circles represent weather observation stations where hourly observations of air temperature, wind
velocity, and precipitation are recorded by the JMA. Solid blue squares represent ocean monitoring buoys where in situ measurement of water quality in three layers; surface, middle,
and bottom are made on an hourly basis by the Ministry of Land, Infrastructure, Transport, and Tourism (MLIT).
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calculated to be 36.5 and 40.7 days, respectively (Tanaka and Ikeda,
2015). The bay has a larger surface area than other notable semi-
enclosed bays in Japan, such as Osaka and Tokyo Bay. However, it has
a relatively shallower average water depth of approximately 19.50 m
and a maximum of 30 m depth towards the centre of the basin, which
makes its bathymetry bowl-shaped. The bottom sediments in thenorth-
ern and central part of the bay are silty clay, while southern and south-
western parts are sand,muddy sand, and sandy gravel (Ganmanee et al.,
2003).

The water in the bay is rich in nutrients and highly turbid due to
freshwater discharge along with sewage effluent from cities situated
along thewestern andnorthern coasts of the bay. Recent progress of eu-
trophication in the bay brings red tides during the summer every year
(Suzuki, 2016), followed by oxygen-poor water, which is abundant pri-
marily in the central to western parts of the bay.

2.2. WRF model configuration

In this study, theWRF-ARWversion 4.0 (Skamarock et al., 2019)was
configuredwith two domains at 27 km and 9 kmhorizontal resolutions,
respectively (Fig. 2). The model's vertical resolution was discretised
with 40 full terrain-following σ levels with the model top at 10 hPa
for both domains. There are 40 grid points in the east-west and north-
south directions for Domain 01, and 46 grid points in both directions
for Domain 02, which is the inner domain.

The physical parameterisation schemes used in bothmodel domains
include RRTM for shortwave and longwave radiation (Mlawer et al.,
1997). This is one of the most accurate models developed specifically
to address the atmospheric radiation measurement objective to further
improve the radiation models in global climate models (GCMs) (Iacono
et al., 2001). The ThompsonGraupel schemewith six classes ofmoisture
species was used as a microphysics scheme (Thompson et al., 2004).
Noah land surface model scheme covering the soil temperature and
moisture in four layers was used for land surface processes (Chen and
Dudhia, 2001). For the PBL schemes, two combinations of PBL and sur-
face layer schemes were tested, as, in the WRF model, fewer PBL
3

schemes can be used with particular surface layer schemes
(Skamarock et al., 2019). Firstly a combination of Yonsei University
PBL scheme (YSU) (Hong, 2010; Hong et al., 2006) with the Monin-
Obukhov Similarity surface layer scheme (MOS) (Jiménez et al., 2012;
Monin and Obukhov, 1959) was tested, and secondly, the Mellor-
Yamada-Janjic (Eta) TKE PBL scheme (MYJ) (Mellor and Yamada,
1982) along with Monin-Obukhov (Janjic Eta) Similarity surface layer
scheme (EMOS) (Chen et al., 1997; Janjic, 1990) was tested to obtain
the most suitable combination for the subject research site. A Grell 3D
cumulus scheme (Grell and Freitas, 2013) was applied to both domains
for cumulus parameterisation.

The default United States Geological Survey (USGS) land use data,
which comes with the WRF model, was used and obtained from the
Global Land Cover Characteristics (GLCC) database (Loveland et al.,
2000). In addition to USGS land use data having a coarse resolution, a
high-resolution land-use geospatial authority of Japan (GSI) data with
a relatively realistic land use category was also evaluated (Sashiyama
and Yamamoto, 2014). The National Centers for Environmental Predic-
tion (NCEP) Global Forecast System (GFS) Final (FNL) operational global
analyses of 1° resolution (‘NCEP FNL 1 Degree, DOI:10.5065/
D6M043C6,’ n.d.) and Global Data Assimilation System (GDAS) product
of 0.25° (‘NCEP GDAS/FNL 0.25 Degree, DOI:10.5065/D65Q4T4Z,’ n.d.)
were used for initial conditions with ingestion every 6 h.

Themodel was initialised at 0000 UTC 1 December 2015 and contin-
uously integrated until 0000 UTC 31 December 2016. December 2015
was considered as the model spin-up and excluded from further com-
parisons with observation as well as ingestion to the ecosystem
model. Table 1 summarises the entire model configuration and other
input datasets evaluated in this study.

Table 2 summarises the cases tested to obtain the most suitable
datasets as well as the WRF schemes to simulate weather conditions
for Ise Bay. For case 1, the coarse 1° GFS LBC data was used with the
first combination of the YSU and MOS scheme. The four-dimensional
data assimilation (hereafter FDDA) was disabled for case 1. Subse-
quently, for case 2, the FDDAwas enabledwhile keeping the same com-
bination of schemes as in case 1. In case 3, the GSI land use data was



Fig. 2. Domains used in WRF-ARW simulation (upper: 27 km gridded domain, lower:
domain 01 downscaled to 9 km gridded domain 02).

Table 2
Experimental cases of weather simulations considering Yonsei University scheme (YSU),
Mellor-Yamada-Janjic scheme (MYJ), Monin-Obukhov Similarity scheme (MOS) and
Monin-Obukhov Janjic Eta Similarity scheme (EMOS). The static land use data from the
geospatial authority of Japan (GSI) and the United States Geological Survey (USGS) is
utilised. Four-dimensional data assimilation (FDDA) is enabled for most cases and dy-
namic lateral boundary condition (LBC) is taken from the Global Forecast System (GFS).

Case PBL scheme Surface layer scheme Land use data FDDA LBC

1 YSU MOS GSI Disable GFS 1°
2 YSU MOS GSI Enable GFS 1°
3 YSU MOS USGS Enable GFS 1°
4 MYJ EMOS GSI Enable GFS 1°
5 YSU MOS GSI Enable GFS 0.25°
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replaced with default USGS land use data which comes with the WRF
model. In case 4, the second combination of the MYJ scheme and
EMOS schemewas tested. For initial experiments (case 1–4), the coarse
resolution 1° GFS LBC data was used with different combinations of PBL
and surface layer schemes.While in the last case 5, theWRF simulations
were conducted with the fine resolution 0.25° GFS LBC data with the
combination of YSU andMOS schemes. Initially, allWRF tests were con-
ducted for onemonth, i.e. January 2016. However, after determining the
most suitable input datasets andWRF schemes, the final optimum case
5 was executed for an annual simulation.

2.3. Coastal ecosystem model configuration

To simulate the ecosystem, a modelling hydrodynamics framework
and an ecosystemmodel was used, which is a combination of hydrody-
namic, pelagic, and selectable benthic ecosystem models called the Ise
Bay Simulator. The hydrodynamic model is a three-dimensional non-
hydrostatic model with assumed incompressibility and Boussinesq ap-
proximation (Tanaka and Suzuki, 2010), and the pelagic ecosystem
model contains amicrobial process used to simulate the biogeochemical
processes (Tanaka et al., 2011b). Themodel has been utilised for several
ecosystem studies of semi-enclosed water bodies, not only for oxygen
Table 1
WRF-ARW model configuration.

Model Advanced research WRF (ARW) Ver 4.0

Period 2016-01-01 to 2016-12-31
Horizontal resolution Domain 01: 25 km × 25 km (40 × 40 grid points)

Domain 02: 09 km × 09 km (46 × 46 grid points)
Vertical resolution 40 levels (surface to 10 hPa)
Static input data
(Land use data)

USGS (1 km resolution)
GSI (10 m resolution)

Dynamic input data
(Lateral boundary condition)

GFS-FNL.ds083.2 (1.0°)
NCEP-GDAS-FNL.ds.083.3 (0.25°)

PBL physics Yonsei University Scheme (YSU)
Mellor-Yamada-Janjic (Eta) TKE scheme

Surface layer schemes Monin-Obukhov Similarity scheme
Eta Monin-Obukhov (Janjic Eta) Similarity scheme

Land surface scheme Noah land-surface model
Cumulus parameterisation Grell 3D ensemble scheme
Long wave radiation scheme RRTM
Short wave radiation schemes RRTM
Microphysics Thompson Graupel schemes
FDDA Enable
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depletion (Tanaka et al., 2014), but also for food webs (Nagao and
Nakamura, 2017), carbon cycle (Nagao et al. 2015), and blue tides
(Yamamoto et al., 2015).

2.3.1. Physical hydrodynamic model
The physical hydrodynamic model consists of the basic continuity

equation, momentum equations, sea state equation, and transport
equation for scalar quantities such as water temperature and salinity.
For the turbulence model, the large eddy simulation (LES) model
(Smagorinksy, 1963) was used to calculate the horizontal turbulent ki-
nematic viscosity and eddy diffusivity. A turbulent diffusion approach
analytical model was used to calculate the diffusion coefficient and ver-
tical eddy diffusivity in the vertical direction. This analytical model was
originally developed by Henderson-Sellers for enclosed areas with the
wind as a major source of mixing energy (Henderson-Sellers, 1985).
This model was able to calculate diffusivity under any conditions of
wind and stratification; however, a self-consistent formulation of the
decay constant of the shear velocity with depth was an issue. This
issue was resolved in a later refined version of this model (Nakamura
and Hayakawa, 1991), which is adopted in this study.

2.3.2. Heat balance model
Shortwave radiation that permeates deeper water layers and the

longwave radiation that is absorbed and released in the surface thin
layer (approximately 10 μm) are considered themain heat balance var-
iables as illustrated in Fig. 3. The heat balance at the water surface com-
prises of short-wave radiation Qs, long-wave radiation Ql, latent heat
transfer Qe, and sensible heat transfer Qc. The net shortwave radiation
Qs on the water surface is the amount of solar incident radiation Id[W
m−2] minus the water surface reflection accounted through albedo of
water surface (α=0.07). The longwave radiation includes the amount
reflected from the water surface to the sky Lu[Wm−2] and the amount
that is reflected back to thewater surface from the clouds Ld[Wm−2]. Lu
is termed as longwave reverse radiation while Ld is termed as atmo-
spheric radiation. The net longwave radiation Ql at the water surface is
the difference between Lu and Ld multiplied by the emissivity constant
of longwave radiation (ε = 0.96).
Id

αId

s

εLd εLu Qe Qc

Ql

Fig. 3. Water surface heat balance with shortwave Qs and longwave radiation Ql as a
positive term while sensible Qc and latent heat Qe as a negative term.
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The radiation from the sky to thewater surface is considered positive
(downwards) and latent and sensible heats are taken negative in the
opposite direction (upwards), then the heat balance equation at the
water surface can be expressed as Eq. (1).

Qn ¼ Qs þ Ql−Qe−Qc ð1Þ

Here, Qn represents the net amount of heat at the water surface [W
m−2]. For a detailed mathematical formulation, see (Tanaka et al.,
2014) and (Tanaka and Suzuki, 2010).

2.3.3. Pelagic and benthic ecosystem model
The Ise Bay Simulator is equipped with a detailed pelagic ecosystem

model containing microbial processes and a benthic model to simulate
biochemical processes (Tanaka et al., 2011b). This model can analyse
several types of biological variables, such as phytoplankton, zooplank-
ton, protozoa, and aerobic bacteria. In this study, phytoplanktons were
further classified into four categories based on descending sizes:
diatoms, dinoflagellates, autotrophic nanoflagellates (ANF), and
Cyanobacteria. Protozoa were divided into two categories: ciliates and
heterotrophic nanoflagellates (HNF). Zooplankton consisted of a single
filter-feeding category and aerobic bacteria was also categorized into a
single category. The Ise Bay Simulator classifies dissolved organicmatter
and suspended organic matter into C, N, and P and further classifies
them into three categories based on the multi-G model (Westrich and
Berner, 1984). The multi-G model classifies organic matter in multiple
categories based on decomposition rate (degradable, quasi degradable,
and persistent). The growth models for phytoplankton, bacteria, and
DO showing its biochemical reactions are explained in Eqs. (2)–(4),
for further details, see (Tanaka et al., 2014).

SPHY;i ¼ BPhyPS;i
zfflfflffl}|fflfflffl{Photosynthesis

− BPhyExt;i
zfflfflfflffl}|fflfflfflffl{Exteracellular release

−BPhyResp;i
zfflfflfflfflffl}|fflfflfflfflffl{Respiration

− BPhyMor ;i
zfflfflfflfflffl}|fflfflfflfflffl{Natural Mortality

−
XNzoo

j

BPhy2Zoo;i; j

zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{Grazing by Zooplankton

−
XNPZ

j

BPhy2Pz;i; j

zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{Grazing by Protozoa

þ BPhyMig;i
zfflfflfflffl}|fflfflfflffl{Vertical Migration

ð2Þ

where SPHY, i represents the change in local carbon source rate due to
the biochemical change in phytoplankton.

SBAC;i ¼ BC
PhyPS;i

zfflfflffl}|fflfflffl{Photosynthesis

−BBacResp;m
zfflfflfflfflfflffl}|fflfflfflfflfflffl{Respiration

− BBacMor ;m
zfflfflfflfflfflffl}|fflfflfflfflfflffl{Natural Mortality

−
XNzoo

j

BBac2Zoo;i; j

zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{Feeding by Zooplankton

−
XNPZ

j

BBac2Pz;i; j

zfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflffl{Feeding by Protozoa

ð3Þ

where SBAC, i represents the change in the local carbon source rate due to
the biochemical change in bacteria.

SDO ¼
XNPHY

i

TODPHY;i
C :BC

PhyPS;i

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Photosynthesis

−
XNPHY

i

TODPHY;i
C :BPhyResp;i

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Respiration of Pyhtoplankton

−
XNZOO

i

TODZOO;i
C :BZooResp;i

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Respiration of Zooplankton

−
XNPZ

i

TODPZ;i
C :BPzResp;i

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Respiration of Protozoa

−
XNBAC

i

TODBAC;i
C :BBacResp;i

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Respiration of Bacteria

− TODNH42NO2
N :BNH42NO2

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Nitrification

− TODNO42NO3
N :BNO22NO3

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Nitrate Reduction

− TODH2SOxi
S :BH2SOxi

zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{Oxidation o f Hydrogen Sulfide

ð4Þ

where SDO represents the change in local oxygen source rate due to the
biochemical change in DO; while total oxygen demand (TOD) values
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related to phytoplankton, zooplankton, protozoa, and bacteria are in
terms of O2/Carbon ratios, and TOD values for nitrification, nitrate re-
duction and oxidation of hydrogen sulphide are in terms of O2/Sulphur
ratios. Fig. 4 shows the structure of the benthic fluxmodelwith key pro-
cesses of oxygen consumption at the bottom sediments, denitrification,
and the release of phosphorus, nitrogen, and hydrogen sulphide. The
model mainly depends on the sedimentation flux of suspended organic
matter and phytoplankton. As the organic matter settles as sediment, a
part of it is assumed to be decomposed at a particularmoment. The par-
ticulate organic carbon (POC) sediment flux changes to release the flux
of hydrogen sulphide and the consumption flux of oxygen and nitrate in
water immediately above. The particulate organic nitrogen (PON) and
particulate organic phosphorus (POP) settling at the bottom are
decomposed and are eventually converted into release fluxes of ammo-
nium and phosphate.

The decomposition of POC that occurs through the consumption of
oxygen (aerobic mineralisation) is modelled as Eq. (5), which is used
to calculate sediment oxygen demand. The first part of the equation is
a combination of two terms: the component of sediment flux, as DO de-
mand for decomposing the settling organic matter from the pelagic
model, and the background component as the DO demand for
decomposing the settled organic matter before the start of the simula-
tion, that is, the initial condition of sediment oxygen demand. The sec-
ond part is modelled as a limiting function for linear change based on
several trials. This limits oxygen consumption based on water tempera-
ture. This linear change is eventuallymodelled as Eq. (6) in several tem-
perature intervals, for example, less consumption in the winter and
more in the summer. In the case of Ise Bay, anoxia hardly occurs, and
the average percentage of occurrence of denitrifying bacteria is only
0.11% compared to other heterotrophs (Sugahara et al., 1988). However,
this modelling framework is capable of simulating anoxic conditions,
followed by denitrification. The anaerobic decomposition of POC that
occurs through nitrate reduction (denitrification) is modelled as
Eq. (7). The denitrification process is limited by NO3 concentration as
well as oxygen concentration, and both limitations are modelled by
Michaelis-Menten kinetics.

JsedDO ¼ TODPOC
C :

DOw

Ksed
DO þ DOw

� �
0
@

1
A: JsedPOC

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Component of Sediment Flux
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zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Component of Sediment Flux

ð7Þ

where JDO
sed represents the sediment oxygen demand, JPOCsed symbolises

the mineralisation of carbon with the sediment flux, fliner(Ti, fi,n) de-
notes the limiter function for background oxygen consumption,
Ti is the increasing temperature with corresponding oxygen con-
sumption fi for n intervals, TODC

POC is in terms of O2/Carbon ratios, KDO
sed

and KNO3
sed is the half-saturation constant of DO and nitrate, and

DOw is the DO concentration of the overlying water just above the
sediment surface. JNO3sed represents the sediment flux of nitrate and NC

Dec

represents the nitrate required for the decomposition of POC. NO3

is the nitrate concentration of the overlyingwater just above the sed-
iment surface. A similar equation for the mineralisation reaction
using sulphuric acid was also considered. Table 3 summarises the
whole configuration of the ecosystem model used in this study.



Fig. 4. Structure of the benthic flux ecosystem model.
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2.3.4. Observed data
To verify the hydrodynamic simulations, the temperature and salin-

ity of the surface (1m) and bottom-layer water (25 m)were compared
with the observed data at the head buoy and the open ocean buoy, re-
spectively (see Fig. 1). Similarly, to verify the ecosystem results the ob-
served bottom DO was also compared with the simulated DO. Both
buoys are equipped with multiple sensors for measuring depth, water
temperature, salinity and DO at 1-hour intervals. The data used are
open-source and were obtained from the Ise bay environmental data-
base operated by the MILT (‘Isewan Environmental Database,’ n.d.).
WRF and AMeDAS precipitation products were also compared in
terms of river discharge owing to their direct relationship with nutrient
loading into Ise Bay. A total of 10 first-class rivers were evaluated for
river discharge. The river discharge referred to as ‘observed’was not di-
rectly observedbut itwas calculated from the rating curves based on the
observed water levels. These rating curves were based on observations
Table 3
Configuration of the coastal ecosystem model.

Model Ise bay simulator

Period 2016-01-01 to 2016-12-31
Grids Horizontal: 800 m × 800 m (85 × 85 grid points)

Vertical: 33 layers (−90–5 m)
Biological variables Phytoplankton (diatom, dinoflagellate, ANF, cyanobacteria),

Zooplankton, protozoa (ciliate, HNF), and aerobic bacteria.
Horizontal
turbulence model

Sub grid-scale model (SGS)

Vertical turbulence
model

Nakamura model (Improved Henderson-Sellers Model)

Input data Tides: hourly tides observed at Toba tide gauge.
Open ocean boundary data: hourly water quality profile
observed at Open ocean monitoring buoy.
River discharge: observed and based on rating curves.
Weather data: air temperature, solar radiation, wind
velocity, wind direction & precipitation.
Nutrient loading: calculated from the empirical equation
(Gunnerson, 1967).
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made by the Ministry of Land, Infrastructure, Transport, and Tourism
(MLIT). These rating curveswere used in the hydrodynamic and ecosys-
tem simulations of Ise Bay in the past and promising salinity results re-
vealed their indirect reliability (Tanaka et al., 2011a).
3. Results and discussion

3.1. Weather simulation

Table 4 summarises the coefficient of determination (R2) of all the
cases tested to obtain the most appropriate model configuration and
input datasets for Ise Bay. Case 1 resulted in a very low R2 value for
both air temperature and wind speed. In case 2, all WRF settings were
fixed as in case 1, except that the FDDA option was enabled, which
helped to improve the R2 value for both variables due to lesser model
deviations from the input boundary data. Following the improvement
in case 2 due to enabling of FDDA, the accurate topography and land
use data fromGSIwere replacedwith USGS data in case 3, and it was ev-
ident from the air temperature and wind simulation results that it had
no significant impact on the air temperature and wind speed at the
sea surface. However, for subsequent cases (4–5), high resolution and
more accurate land use data of GSI were used instead of USGS data.
The second combination of the WRF PBL scheme and surface layer
scheme (Mellor-Yamada-Janjic, Eta TKE scheme & Eta Monin-
Table 4
WRF simulation cases with corresponding R2 values.

Case R2

Temperature Wind

1 0.38 0.46
2 0.64 0.65
3 0.64 0.65
4 0.50 0.64
5 0.86 0.60



M.A. Hafeez, Y. Nakamura, T. Suzuki et al. Science of the Total Environment 771 (2021) 145290
Obukhov, Janjic Eta Similarity scheme) was tested in case 4, and it was
found that the R2 for air temperature significantly decreased from 0.64
to 0.50. This is due to the overestimation of the air temperature by the
Mellor Yamada scheme owing to the inhibited vertical mixing in the
PBL layer. Case 5 shows the final WRF settings with the best combina-
tion of PBL and the surface layer scheme obtained from the previous
test cases. More accurate LBC data with 0.25° resolution was also re-
placed in case 5 with the 1° GFS data, which provided themost accurate
simulation results for air temperature and reasonably good results for
wind speed. The replacement of input LBC files and WRF schemes
proved to be the most influential factor in improving simulation
accuracy.
Fig. 5. (a & b) Timeseries comparison of simulated air temperature and wind speed at Chubu C
temperature; (d) comparison between observed and simulated wind speed. The red lines den

7

Fig. 5 shows the comparison of daily means of air temperature and
wind speed for the year 2016, at the Chubu Centrair weather station.
The air temperature was perfectly simulated with an R2 value of 0.97
(r = 0.99, p < 0.001). The simulated yearly mean value for air temper-
ature was almost equal to the observed yearly mean value. The overall
R2 value of 0.69 (r = 0.84, p < 0.001) was achieved in the case of
wind speed. TheWRF underestimated the wind speed of strong winter
events but accurately reproduced the summer wind speed, which is of
prime interest in this study because hypoxia is typically prevalent in
this season.

The simulation results were not only compared for wind speed but
also wind direction, as it is equally important for the coastal ecosystem
etrair weather station for the year 2016; (c) comparison between observed and simulated
ote the regression fit between simulation and observation.



Fig. 6. (Left) Windrose plot for observed wind speed and direction at Chubu Centrair weather station. (Right) Windrose plot for simulated wind speed and direction at the same station.
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model. Fig. 6 shows the wind rose plots prepared for both observed
(left) and simulated (right) wind speed and directions. This figure
gives a succinct view of how wind speed and direction are distributed
at the Chubu Centrair weather station during the whole year. The simu-
lated wind direction was fairly consistent with the observed and typical
wind pattern of Ise Bay, which is NW dominant in the winter, and SE
dominant in the summer season. However, the percentage of NW low
wind speed events increased in the simulation as compared to the ob-
servation. A similar pattern was also observed with high wind speed
(≥12 m/s) events.

The river discharge from theWRF andAMeDASprecipitation products
was calculated using a lumped tank hydrological model based on the
Parasad three-parameter storage function model (Padiyedath Gopalan
et al., 2018; Parasad, 1967). Fig. 7 shows a comparison between the ob-
served and simulated total discharge of 5major rivers (Kiso River, Suzuka
River, Ibi River, Nagara River, Syonai River). The AMeDAS river discharge
was slightly overestimated with an R2 score of 0.70, while WRF-based
river discharge was underestimated with an R2 score of 0.60.
Fig. 7. Comparison of river discharge calculated from 5 first-class rivers using AMeDAS and W
period (A).
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3.2. Ecosystem simulation

3.2.1. Reproducibility of surface and bottomwater temperature and salinity
To assess the accuracy of the hydrodynamic simulations, a compari-

son between simulated and observed water temperature and salinity
was made for both the surface and bottom layers at the location of a
head buoy and open ocean buoy.

The hourly means of simulation results were in good agreement
with the observed data for both the AMeDAS- andWRF-driven simula-
tions, as shown in Fig. 8. In the case of temperature and salinity, the
WRF-driven simulations performed relatively well and were in good
agreement with the observations. However, there were some inconsis-
tencies found in the AMeDAS results, especially on the surface and bot-
tom layer of the head buoy, which was attributed to overestimation of
river discharge and higher wind speed as compared to WRF weather
data. The head buoy is located near the head of the bay and is signifi-
cantly influenced by higher river discharge events as the three major
Kiso rivers flow into Ise Bay from this direction.
RF precipitation products. The vertical dashed lines represent the peak river discharge as



Fig. 8. (a & b) Timeseries comparison between simulated and observed salinity at the head and open ocean buoys, (c & d) comparison between observed and simulatedwater temperature
at the head and open ocean buoys. The vertical dashed lines covering July highlight the intrusion of oceanic water into the bay as period (B), while vertical dashed lines from September
highlights the peak river discharge as period (A).
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The intrusion of oceanic water into the bay in July (see period ‘B’ in
Fig. 8), which led to a decline in water temperature and an increase in
salinity at the head buoy, was also well reproduced in both simulations.
Similarly, the end of September higher river discharge event from the
bay head (see period ‘A’ in Figs. 7 and 8), which led to a decline in sur-
face water temperature and salinity was also well reproduced in both
simulations for the region of freshwater influence (ROFI), i.e. head
buoy. Overall, the intrusion events aswell as peak river discharge events
that often impact the coastal environment were well simulated and ad-
equately reflected the actual conditions.
9

3.2.2. Reproducibility of bottom water DO findings
The core objective of this study was to simulate bottom-layer DO

conditions as it is one of themost important parameters directly associ-
ated with the health of coastal environments. DO reproducibility is rel-
atively difficult to achieve as compared to water temperature and
salinity, as it is sensitive to both physical and biogeochemical processes.
Bottom DO was compared at the head and open ocean monitoring
buoys to assess the model performance in shallow and deep waters.
The comparison was made from the beginning of March to the end of
September, covering the hypoxic period. The first two months (January



Fig. 9. (Upper) Timeseries of the observed (reddots), AMeDAS-driven (blue line), andWRF-driven (green line) bottomDOat the headbuoy. (Lower) Timeseries of the observed (red dots),
AMeDAS-driven (blue line), and WRF-driven (green line) bottom DO at the open ocean buoy. The vertical dashed lines correspond to the peak river discharge period (A).
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and February) of the simulation were considered as a spin-up period.
Fig. 9 shows the comparison between the simulated bottom DO and
the observed DO for the AMeDAS and WRF-driven simulation. It was
found that the model performed reasonably well under both meteoro-
logical forcings. Table 5 summarises the performance evaluation of
both meteorological forcings. R2, root mean square error (RMSE), and
percentage bias (PBIAS) were used as performance indicators, and it
was evident from R2 value that more than 85% and 90% of the DO vari-
ance was well captured by the model for the head and open ocean
buoy, respectively. The RMSE value was also less than 1 mg/L for both
monitoring stations.

The seasonality in the bottom DO was also well replicated by both
simulations with an accuracy of 80% and 90% for the head and open
ocean buoy, respectively. Seasonal and short-term variations around
2 mg/L and the sudden recovery of the bottom DO in the middle of Oc-
tober were well reproduced. Quick recovery of bottom DO coincided
wellwith the increase in bottom salinity aswell as the endof freshwater
discharge (See Period ‘A’ in Fig. 7). Thiswas attributed to the intrusion of
a dense oxygen-rich water mass.

To examine the slight differences in both simulations (AMeDAS and
WRF), the simulated total particulate organic content was also com-
pared. Total POC was calculated by adding the carbon content of all
four types of phytoplankton, zooplankton, two types of protozoa, and
all three types of POC based on the Multi-G model. Fig. 10 shows the
comparison between the simulated POC for the AMeDAS- and WRF-
Table 5
Performance evaluation of both meteorological forcings to simulate the bottom DO. A re-
gression comparisonwasmade from thebeginningofMarch to the end of September, cov-
ering the hypoxic period.

Meteorological
forcing

Bottom dissolved oxygen (March–September)

R2 Pearson
correlation

RMSE PBIAS Simulation
mean

Observation
mean

Location: head buoy
AMeDAS 0.88 0.94 0.87 −14.60 3.02 2.84
WRF 0.83 0.91 0.96 −12.74 2.99 2.84

Location: open ocean buoy
AMeDAS 0.92 0.96 0.33 −1.44 6.50 6.86
WRF 0.91 0.95 0.39 −0.49 6.46 6.86
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driven simulations at the two buoy locations. The AMeDAS simulated
POCwas slightly higher than that of WRF at both locations. This was at-
tributed to a higher river discharge, which yielded excessive nutrients
loading (see Table 6) as compared to WRF and eventually yielded
more oxygen uptake at the bottom.

To assess the accuracy of DO simulations, hypoxic days were further
calculated for three thresholds DO levels (≤2, ≤3, and ≤4 mg/L) at the
head buoy, and it was found that both AMeDAS and WRF performed
reasonably well to simulate hypoxic events. Table 6 shows the compar-
ison between the simulated and observed hypoxic days and nutrients
loading. The hypoxic day was defined as a day when the DO at the bot-
tom fell below the given thresholdDOvalue. The observed hypoxic days
for ≤3 mg/L and ≤4 mg/L thresholds were in good agreement with both
AMeDAS- andWRF-driven simulations. The ≤2 mg/L threshold hypoxic
days were higher in AMeDAS as compared to observed andWRF-driven
simulation. This shows that hypoxic water mass stayed for a longer pe-
riod in the AMeDAS simulation because more hypoxic conditions were
available due to higher riverine inputs and nutrient loadings.

Bottom DO depletion is a notable global issue that has been a target
of water quality criteria. For example, in April 2003, the U.S. Environ-
mental Protection Agency (USEPA) published the ambientwater quality
criteria for DO, water clarity, and chlorophyll-a for the Chesapeake Bay
and its tidal tributaries (USEPA, 2003). It was the foundation document
defining the Chesapeake Bay water quality criteria and recommended
implementation procedures for monitoring and assessment. The
Japanese Government also revised the water quality standards in 2016
and added bottom DO as a new standard. In addition to water quality
standards, the government also formulated pollutant load control
plans to reduce nutrient loading under differentmanagement scenarios.
To meet the requirements of achieving these objectives, both continu-
ous monitoring of water quality and benthic fauna and the modelling
approach are useful. As weather conditions greatly affect water quality
and its distribution, such as hypoxia/anoxia, it is always difficult to ex-
tract the causal chain of hypoxia development from field observation/
monitoring data alone. Therefore, for practical and scientific research,
establishing a sound modelling framework is essential.

Ise Bay is a rich fishery resource; however, the fish catch of bottom
otter trawling in Ise Bay has greatly decreased from approximately
7200 tons in 2000 to about 4600 tons in 2009. These changes in fish
catches were attributed to environmental variables such as water



Fig. 10. Simulated total surface POC at the head and open ocean buoys.
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temperature and DO (Iwaba et al., 2019). Therefore, understanding en-
vironmental conditions, especially DO variation, is very important for
the resourcemanagement of fisheries. The development of this rigorous
framework has proven to be a useful tool to simulate bottom DO with
high accuracy.

Currently, historical weather products were utilised in this study to
simulate the bottomDO. In the future, GCM outputs under changing cli-
mate and Representative Concentration Pathway (RCP) scenarios will
be integrated into this modelling framework. This will help us under-
stand the future temporal and spatial variation of coastal hypoxia
under climate change. The WRF model generates the metrological
boundary data to drive the hydrodynamic and coastal ecosystem
models. The capability of the model can be further explored with data
assimilation methodologies to make use as a short-term forecasting
model for hypoxic conditions as necessary meteorological forcing's
can be obtained from NCEP-FNL atmospheric data, which are available
on a global scale for short-term forecasts.

4. Conclusions

In this study, an integrated modelling framework was developed.
The modelling framework consisted of the WRF model, 3D hydrody-
namic model, and a coastal ecosystem model to simulate the physical
and biochemical processes, including DO dynamics and seasonal hyp-
oxia. The modelling framework was applied to a research site in Japan,
named Ise Bay. The targeted research site suffers from seasonal hypoxia
and is the major cause of mass fish kills every year. The biomass of
megabenthos and the richness of the main mega benthos species are
also severely affected in every hypoxic season. Through the calibration
and validation of the reproducibility of the weather, hydrodynamic,
Table 6
Comparison of observed and simulated hypoxic days and nutrients loading.

Meteorological forcing Hypoxic days
(March–September)

Nutrients
loading
(ton/day)

≤2 mg/L ≤3 mg/L ≤4 mg/L TN TP

Observed 108 127 136 102.33 5.43
AMeDAS 116 131 140 131.67 8.27
WRF 99 126 146 90.01 5.7

11
and ecosystem models and their combination, the method established
in this study was proven to be highly reliable.

The hydrodynamic model results based on a simulation in 2016
show that water temperature and salinity of the surface and bottom
layers were well reproduced in both the AMeDAS- and WRF-driven
simulations. However, in the case of the AMeDAS-driven simulation,
some perturbationswere found in the surface and bottom-layer salinity
attributed to overestimated river discharge andwind speed. The ecosys-
tem model results show that the hypoxic period in the shallow water
started in themiddle of June and ended in the middle of October. Over-
all, the performance of both datasets (AMeDAS and WRF) was equally
good in the summer hypoxic season. Moreover, >80% and >90% of the
DO variance was reproduced for shallow and deep water, respectively.
However, for the autumn season, the bottom DO in the shallow water
was underestimated, which was due to the temperature-dependent
background sediment oxygen demand function. As the water tempera-
ture ranges for the autumn and spring seasons fall within the same
range, equal background sediment oxygen demand was applied. More-
over, the dominance of the sediment oxygen demand for DO depletion
at the bottom affected shallow water as compared to deep water.
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